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1. Introduction

The literature covering QCD poses a challenge for those seeking to learn about it. While
mainstream search engines offer the easiest way to find information, they do not provide a complete
picture of the QCD literature landscape. The growing complexity and specialization of QCD
literature make it increasingly difficult to understand QCD across subfields as a whole. However,
the availability of metadata from databases like InspireHEP or arXiv has opened up new ways to
interpret complex domains like QCD. We analyze massive corpora formed from the QCD literature
of the past couple of decades and attempt to build meaningful visualizations using state-of-the-art
text modeling tools.

2. Data & Method

We extract a list of peer-reviewed publications from the InspireHEP database via their APL
All articles must have either QCD or quantum chromodynamics in their list of keywords. We
exclude proceedings and theses, as well as documents written in languages other than English. The
classification is based solely on the content of the abstracts. After an initial run, we identified a list
of problematic keywords such as review, dOnote to exclude some metadata that spoil the analysis.

We modeled our corpus using BERTopic [1], a topic modeling algorithm that uses embeddings
to create coherent topics from documents. The algorithm can be summarized in the following steps:
(1) Document embedding [2], which encodes texts as high-dimensional vectors where the angle
between abstracts represents their semantic similarity. (2) UMAP [3] dimensionality reduction: the
original dimensionality of the embedding is reduced (in our case to SD). (3) Hierarchical clustering:
HDBSCAN clusters the reduced 5D embeddings. (4) Topic creation: Extracting representative
words for each cluster using c-TF-IDF.

A citation graph is obtained by matching the reference list in the metadata of most publications
to their respective titles. To visualize each publication represented as a node, we used node2vec
embedding [4], which performs biased random walks on a graph to sample node neighborhoods
and then uses these walks as input for a skip-gram model to learn vector representations of nodes.
Finally, UMAP [3] is used to reduce dimensionality to 2D for visualization purposes.

3. Results

The results are displayed in Fig. 1 (left). The keywords shown in the figure were idenfitied by
the model as being the most representative ones from the given category.

We find that the map provides a reasonable description of QCD. For instance, 1, jet,production
and 19, shower, generator are found to be close to one another, as expected from the non-Abelian
nature of QCD. Similarly, 18,gravity,dark, 27,hole,black, and 16,axion,dark are also
found close by. With no surprise, the keyword “color” appears several times (23,26,38) throughout
the whole map. Instead, a few outliers appear, such as 7, star,matter and 31, quantum, qubit:
these may have ended up in the list for various reasons, such as the use of a similar acronym or
wrongly assigned keywords. The results may be compared with a type of citation map on Fig. 1
(right). The same points are taken and their colour is the same as on the first map. The structure of
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Figure 1: Left: map of QCD obtained after processing the QCD literature; right: Citation graph. Each
point corresponds to a publication. The colours correspond to a topic. The size of a point corresponds to
its number of citations. Each category is denoted by a colour, a number, and a couple of representative
keywords.

the literature appears differently, highlighting the potential of language models to scan the literature
and establish connections.

4. Conclusions & prospects

In summary, we find the language models have shown promise in terms of reviewing articles
of vast fields of research. Their use should be further explored to summarise categories, perhaps
even to suggest new ideas of research.
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